Extended mild-slope equation for surface waves interacting with a vertically sheared current
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A B S T R A C T

Propagation of water waves in coastal zones is mainly affected by the influence of currents and bathymetry variations. Models describing wave propagation in coastal zones are often based on the numerical solution of the Mild Slope equation (Kirby, 1984). In this work, an extension of this equation is derived, taking into account the linear variation of the current with depth, which results in a constant horizontal vorticity, slowly varying horizontally, within the background current field. The present approach is based on the asymptotic expansion of the depth-integrated lagrangian, assuming the linear variation of the background current with depth. With the aid of selected examples the role of this horizontal vorticity, associated with the assumed background current velocity profile, is then illustrated and emphasized, demonstrating its effect on the propagation of water waves in coastal areas.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

In coastal areas, steep bathymetries and strong currents are often observed. Among several causes, the presence of cliffs, rocky beds, or human structures may cause strong variations of the sea bed, while oceanic circulation, tides, wind action or wave breaking can be responsible for the generation of strong currents. Furthermore, given these generation processes, the currents are often observed to vary with depth, and vorticity contained within strong tidal currents (see, e.g., Soulsby, 1990, Section 3) or in wind driven currents (see, e.g., Jonsson, 1990, Section 6) could be important and should be taken into account in modelling the propagation of water waves. This is especially true in applications in nearshore and coastal regions (see, e.g., Thomas and Klopman, 1997; Massel, 1993, Ch.8), where additional factors due to bathymetry variations and flow termination at the shoreline contribute into increasing complexity of the current flow. In the latter case, wave–seabed, wave–current and wave–vorticity interactions constitute three kinds of inhomogeneities with significant impact on water wave dynamics. As a first approximation, under the assumption of slow horizontal variations and waves of small amplitude, the effect of the current vorticity due to vertical shear could be separated from the one associated with horizontal variation of the mean (depth averaged) current flow.

For the purpose of modelling wave–bottom interactions, a major step was due to Berkhoff (1976), who derived a linear, elliptic equation taking into account the combined effects of reflection, diffraction and refraction of water waves on varying bathymetries. In his approach, he used a perturbative development, assuming slowly varying bottoms. Since these pioneer works, several authors extended this equation to take steep bathymetry effects into account. Indeed, in this configuration, local modes are known to play a significant role on the propagation of water waves (Rey, 1992; Mei, 1994). This role was especially emphasized by Kirby and Dalrymple (1983), who explained tunnel effect through the presence of these modes. In the absence of currents, Massel (1993), and later on, Chamberlain and Porter (1995) extended Berkhoff’s equation to include the effect of local modes. More recently, Athanassoulis and Belibassakis (1999) improved the equation by including a “bottom mode” in the local mode decomposition.

Modelling the interaction of waves and currents is also of primary matter to describe efficiently water wave propagation in coastal areas. The influence of currents on wave dynamics is known to be significant. For instance, the formation of giant waves in the Agulhas current, which flows along the south-east coast of Africa, was explained through wave current interactions (Smith, 1976; Lavenov and Porubov, 2006). Several theoretical works initially studied the influence of wave current interactions (see e.g. Longuet-Higgins and Stewart, 1961), neglecting the influence of bathymetry in the process. Complete reviews can be found in Whitham (1974); Peregrine (1976) and Jonsson (1990). In the framework of coastal wave propagation modelling, Booij (1981)
and Liu (1983) were the first authors to extend Berkhoff’s equation, allowing to take wave – current interactions into account in the presence of arbitrary bathymetric variations. In these formulations, the current was assumed to vary horizontally, presenting a uniform vertical structure. However, both of these equations neglected some terms describing the horizontal variation of the currents. A full formulation of the problem was finally introduced by Kirby (1984). Based on a variational approach, and a linearized description of the lagrangian of the problem, this author derived an elliptic equation describing water waves interacting with a slowly varying bottom, and currents vertically uniform, but varying horizontally. This equation is known as the “mild-slope” equation, commonly used in coastal wave propagation models. More recently, the formulation obtained by Kirby (1984)) was extended to recent versions of Berkhoff's equation, allowing to model wave interaction with abrupt bathymetries and varying currents (Bellibassakis, 2007).

Another physical process, however, the wave–vorticity interaction, is known to have a significant influence on water waves dynamics when vorticity is present in the background field. This is an important aspect especially in the case of slowly varying environmental currents, where the vertical structure of the boundary layer in the nearshore and coastal region could occupy the entire depth, as in the case of tidal currents; see, e.g., Soulsby (1990) and Thomas and Klopman (1997). Various studies concerning the vertical structure of current in the coastal zone including measured data (e.g. Greenwood and Osborne, 1990; Putrevu and Svendsen, 1993; Haas and Svendsen, 2002) show that the flow is vertical, signifying the importance of modelling the effects of depth-dependent current on wave propagation in coastal regions. Furthermore, recent experiments studied the dynamics of water waves propagating in the presence of strongly sheared currents, and demonstrated the inability of the Mild Slope equation to represent water waves dynamics in the presence of background vorticity (Rey et al., 2012; Rey et al., 2014). However, few studies investigated the influence of sheared currents on water waves propagation, and no model, to our knowledge, allows to represent the dynamics of water waves in two dimensions of propagation, in the presence of current, vorticity, and bathymetric variations, all of them presenting slow variations with respect to the wave scales.

Pioneer works describing the interaction of water waves with vertically sheared currents are due to Dalrymple (1974) and Stewart and Joy (1974), who considered shearing as a small perturbation of uniform currents. Several authors succeeded in describing the dispersion relation of water waves propagating in the presence of various vorticity in linear (Skop, 1987a, 1987b; Kirby and Chen, 1989) or nonlinear theory (Shrira, 1993), who considered shearing as a small perturbation of uniform currents; see, e.g., Soulsby (1990) and Thomas and Klopman (1997). Various studies concerning the vertical structure of current in the coastal zone including measured data (e.g. Greenwood and Osborne, 1990; Putrevu and Svendsen, 1993; Haas and Svendsen, 2002) show that the flow is vertical, signifying the importance of modelling the effects of depth-dependent current on wave propagation in coastal regions. Furthermore, recent experiments studied the dynamics of water waves propagating in the presence of strongly sheared currents, and demonstrated the inability of the Mild Slope equation to represent water waves dynamics in the presence of background vorticity (Rey et al., 2012; Rey et al., 2014). However, few studies investigated the influence of sheared currents on water waves propagation, and no model, to our knowledge, allows to represent the dynamics of water waves in two dimensions of propagation, in the presence of current, vorticity, and bathymetric variations, all of them presenting slow variations with respect to the wave scales.

2. Linear water waves in the presence of constant vorticity

2.1. Description of the current structure, bathymetry and wave fields

We consider the scattering of water waves by slowly variable bathymetry, in the presence of a vertically sheared current, which is slowly varying in the horizontal directions. A Cartesian coordinate system $(x,z)$ is used with origin at some point on the undisturbed free surface, and the vertical $z$-axis pointing upwards. The seabed surface is defined by $z = -h_0(\phi)$ and the current is assumed to be of the form

$$U(x, z) = U_0(\phi z) + S(\phi z)z,$$

where $U_0 = (u_x, u_y)$, $S = (s_x, s_y)$, and where $\delta$ is a small parameter. The vorticity $\Omega = \nabla \times U$ contained in the current has components

$$\Omega = (-s_y, s_x, \Omega_z),$$

where $\Omega_z = \left( \frac{\partial s_y}{\partial x} - \frac{\partial s_x}{\partial y} \right)$ (2)

On the basis of the assumption (1), the vertical component of the vorticity is significantly smaller that the horizontal ones, and will be considered zero in the present work. Thus, the surface current and shear fields, respectively, satisfy

$$\nabla \times U_0 = 0, \quad \nabla \times S = 0, \quad \text{and thus} \quad \Omega = (-s_y, s_x, 0).$$

When modelling water waves in the presence of vorticity, a major question concerns the description of the vorticity inherent to the wave field. The question of irrotationality of the flow due to water waves, and the subsequent representation by means of potential theory, has to be considered with caution. In the specific case of constant vorticity, however, this question might be addressed rigorously. In the present study, we might follow Simmen (1984) and Simmen and Saffman (1985), and look for wave solutions in the form

$$u(x, z, t) - U(x, z) = \nabla \Phi(x, z, t),$$

where $u$ corresponds to the total flow, and $\Phi$ is a potential solution describing a perturbation of the mean sheared flow $U$, which satisfies the Laplace equation. This assumption implies no vorticity within the wave field, which, by itself, needs a proper justification. A mathematical demonstration of this postulate can be found in Nwogu (2009), where the vorticity conservation equation of the total velocity field for water waves propagating on a current varying vertically with an arbitrary profile is studied. The vorticity of the perturbative field (the wave field), was found to be transported by the waves, except for a single source-sink term involving the second derivative with respect to $z$ of the background sheared current. Thus, water waves initially involving no vorticity will keep propagating with an irrotational motion of the fluid, as long as the current variations with depth remain linear. This property of the motion will be tested by comparisons with experimental results available in the literature in Section 2.3.

2.2. Integration of Euler equations in the presence of vorticity

If integrating Euler equations in a scalar description is of current knowledge while considering irrotational flow, it is not straightforward in the framework of the problem at hand. When considering flow fields involving two non-zero components of the vorticity, Stepanyants and Yakubovich (2011) recently introduced a method allowing to find a scalar description of the field. We follow similar approach in order to integrate Euler equations. The latter, written both for the background current field and for the total field including the wave disturbance and
subtracting by parts reduce to the following form

\[
\nabla \left( \frac{\partial \Phi}{\partial t} + (U_0 + S z) \cdot \nabla \Phi + \frac{\nabla \Phi^2}{2} + gz \right) + \Omega \times \nabla \Phi = \nabla \left( -\frac{p}{\rho} \right),
\]

where \( p \) stands for the disturbance pressure. For sake of clarity, and given the specific structure of the flow, we might restrict the operator \( \nabla \) to the horizontal components of the gradient, and write \( \nabla = (\nabla_h, \partial / \partial z) \). Thus, the above equation might be rewritten

\[
\nabla_h \left( \frac{\partial \Phi}{\partial t} + \frac{\nabla \Phi^2}{2} + \frac{\partial \Phi}{\partial z} \right) + \frac{\partial \Phi}{\partial z} S = \nabla_h \left( -\frac{p}{\rho} \right),
\]

\[
\frac{\partial}{\partial z} \left( \frac{\partial \Phi}{\partial t} + (U_0 + S z) \cdot \nabla \Phi + \frac{\nabla \Phi^2}{2} + \frac{\partial \Phi}{\partial z} \right) - S \cdot \nabla_h \Phi
\]

Thus, the last term of left hand side of Eqs. (6a) and (6b) respectively rewrites \( -S \nabla_h \Psi \) and \( S \cdot \partial \Psi / \partial z \).

Since \( S \) is not a function of \( z \), transformation of the second term is straightforward, and \( S \cdot \partial \Psi / \partial z = \partial (S \cdot \Psi) / \partial z \). Transformation of the first term, however, needs more algebra. We might take advantage of the two classical relations of vectorial analysis, expressing and the term \( S(\nabla \cdot \Psi) \) in the following form

\[
S(\nabla \cdot \Psi) = (S \cdot \nabla) \Psi - (S \times \nabla) \cdot \Psi - (\nabla \cdot \Psi) S - (\Psi \times \nabla) \cdot S.
\]  

If restricted to the two horizontal components, this relation becomes

\[
S(\nabla_h \cdot \Psi) = \nabla_h (S \cdot \Psi) - (S \times \nabla_h) \cdot \Psi - (\nabla \cdot \Psi) S - (\Psi \times \nabla_h) \cdot S.
\]  

Following Stepanyants and Yakubovich (2011), we can write the equation of conservation of vorticity. Since the vertical component of the vorticity is nil, its conservation, projected on the \( z \) axis, writes here

\[
|\nabla (z \times S) \cdot \nabla| = 0.
\]  

If \( \Psi \) is described as a wavy perturbation of wavenumber \( k \), it results that \( \nabla \cdot \Psi = i k \cdot \Psi \), and the equality (11) implies that vectors \( k \) and \( S \) are necessarily collinear. Thus, water waves propagating in the presence of constant vorticity have to be two-dimensional, and to propagate collinearly with vector \( S \). This confirms the result initially derived by Constantin (2011).

Given the definition of \( \Psi \), we can note that \( \partial \Psi^{(1)} / \partial y = \partial \Psi^{(2)} / \partial x \). Using these two remarks allows to demonstrate the relation

\[
(S \times \nabla_h) \times \Psi = S \partial \Psi / \partial t.
\]  

Finally, it comes now clear that

\[
-\tilde{S}(\nabla_h \cdot \Psi) = -\nabla_h (S \cdot \Psi) + (U_0 + S \tilde{z}) \partial (S \cdot \Psi) / \partial \tilde{z},
\]

and

\[
-\tilde{S} \partial \Psi / \partial \tilde{z} = -\partial (S \cdot \Psi) / \partial \tilde{z}.
\]  

The Euler Eqs. (6a) and (6b) can now be integrated, and dropping the \( O(\tilde{t}) \) terms, we finally obtain the pressure field, given by

\[
-\frac{\tilde{p}}{\rho} = \frac{\partial \Phi}{\partial t} + (S \cdot \nabla) \Phi + \frac{\nabla \Phi^2}{2} + \frac{\partial \Phi}{\partial \tilde{z}} \tilde{S} \Phi + \frac{1}{2} \frac{\partial \Phi}{\partial \tilde{z}}^2 - S \cdot \Phi + \tilde{z} \cdot \Phi + S \partial (S \cdot \Psi) / \partial \tilde{z}.
\]  

In the above equation, and in the following, the subscript of the operator \( \nabla_h \) will be dropped, since no confusion can arise anymore.

2.3. Linear solution of the wave field

As it is classically done (see e.g. Dean and Dalrymple, 1991), we might introduce non-dimensional variables, based on characteristic scales related to the waves. Thus, if \( k \) denotes the wave number, \( k = |k| \) the related wavenumber, and \( a \) the waves amplitude, we may consider non dimensional variables \( \tilde{k} = k a \), \( \tilde{x} = k a Z \), \( \tilde{z} = k a Z \), and \( \tilde{y} = k a \sqrt{g k} t \). The angular frequency of the waves is now given by \( \tilde{\omega} = \omega a / \sqrt{g k} \). Given these new variables, the fields describing water waves, namely the elevation \( \eta \), velocity potential \( \phi \), stream function \( \Psi \) and pressure \( p \), now write

\[
\tilde{\eta} = \frac{\eta}{a}, \quad \tilde{\phi} = \frac{\phi}{a \sqrt{g k}} \quad \tilde{\Psi} = \frac{k}{a \sqrt{g k}} \Phi \quad \tilde{p} = \frac{k}{a \sqrt{g k}} \tilde{p}.
\]  

Furthermore, the current field should also be written in a non dimensional form, so that

\[
\tilde{U}_0 = \frac{\tilde{k}}{a} \tilde{U}_0 \quad \text{and} \quad \tilde{S} = \frac{S}{\sqrt{g k}}.
\]  

When written in a non dimensional formulation, the hypothesis of slow variations of the fields might rewrite \( \nabla \tilde{h}_0 = O(\tilde{t}), \nabla \cdot \tilde{U}_0 = O(\tilde{t}) \) and \( \nabla \cdot \tilde{S} = O(\tilde{t}) \). Then, if introducing this formalism within the Bernoulli Eq. (14), the latter becomes

\[
\tilde{p} = \tilde{z} + \tilde{\varepsilon} \left( \frac{\partial \tilde{\phi}}{\partial \tilde{t}} + \frac{\nabla \tilde{U}_0}{2} \cdot \nabla \tilde{\phi} - \tilde{S} \cdot \tilde{\phi} \right) + \frac{\tilde{\varepsilon}^2}{2} \left( \frac{\partial \tilde{\phi}}{\partial \tilde{z}}^2 + \frac{\partial \tilde{\phi}}{\partial \tilde{z}}^2 \right) + O(\tilde{t}).
\]  

Since \( \phi \) can be understood as a perturbation of the mean flow, we introduce the perturbative approximation

\[
\phi(x, z, t) = \phi_0(x, z, t) + O(\varepsilon),
\]

\[
\Psi(x, z, t) = \Psi_0(x, z, t) + O(\varepsilon),
\]

\[
\eta_0(x, t) = \eta_0(x) + \eta(x, t) + O(\varepsilon),
\]  

where \( \phi_0, \Psi_0, \eta_0 \) and \( \eta \) are nondimensional quantities of order \( O(1) \). In Eq. (18), \( \eta_0 \) refers to the total deviation of the free surface from its rest position. Namely, \( \eta_0 \) is the deviation due to the presence of the current, and \( \eta \) refers to the influence of waves. Finally, \( \varepsilon \) is a small parameter, the wave steepness, defined as \( \varepsilon = \alpha k, \alpha \) being the wave amplitude and \( k = \)
[\mathbf{k}] the wavenumber of the perturbation. For sake of readability, every hat will be discarded in the following.

If neglecting completely any horizontal variations, we derived a set of equations which might be satisfied by water waves in the presence of constant vorticity. In two horizontal dimensions of propagation, the system to be satisfied writes

\[ \varepsilon \Delta \phi = 0 \quad \text{for } -h \leq z \leq \eta, \]
\[ \varepsilon \left( \frac{\partial \phi}{\partial t} + U_0 \cdot \nabla \phi - S \cdot \mathbf{v} + \eta \right) + \varepsilon^2 \left( \frac{1}{2} \left( \frac{\partial \mathbf{V}_0}{\partial z} \cdot \mathbf{V}_0 \right) + \mathbf{V}_0 \cdot \nabla \phi \right) = 0 \quad \text{on } z = \eta, \]
\[ \varepsilon \left( \frac{\partial \phi}{\partial t} + U_0 \cdot \nabla \phi - S \cdot \mathbf{v} + \eta \right) + \varepsilon^2 \gamma \mathbf{S} \cdot \nabla \eta = 0 \quad \text{on } z = \eta, \]
and
\[ \varepsilon \frac{\partial \phi}{\partial z} = 0 \quad \text{on } z = -h. \]

Thus, the system (19) can be further linearized with respect to the wave steepness, and becomes, after dropping every term of order \( \varepsilon \),

\[ \Delta \phi = 0 \quad \text{for } -h \leq z \leq \eta, \]
\[ \frac{\partial \phi}{\partial t} + U_0 \cdot \nabla \phi - S \cdot \mathbf{v} + \eta = 0 \quad \text{on } z = \eta, \]
\[ \frac{\partial \phi}{\partial t} + U_0 \cdot \nabla \phi = 0 \quad \text{on } z = \eta, \]
and
\[ \frac{\partial \phi}{\partial z} = 0 \quad \text{on } z = -h. \]

Solutions of this system can be found by searching the velocity potential in the form of a wavy perturbation, \( \phi(x, z, t) = \phi_0(z)e^{i(kx - \omega t)} \). From this assumption, it follows that \( f(z) = \cosh(k(z + h))/\cosh(kh) \), where \( k = |\mathbf{k}| \), and we obtain the expressions

\[ \phi(x, z, t) = \phi_0 \frac{\cosh(k(z + h))}{\cosh(kh)} e^{i(kx - \omega t)}, \]
\[ \eta(x, z, t) = \frac{\phi_0}{k} \frac{\sinh(k(z + h))}{\cosh(kh)} \]
\[ \sigma(x, z, t) = i \frac{\phi_0}{k} \frac{\cosh(k(z + h))}{\sinh(kh)} e^{i(kx - \omega t)}. \]

Furthermore, the dispersion relation is found to be

\[ (\omega - k \cdot (U_0 - (\tanh(kh)/2k)S))^2 - (k \cdot (\tanh(kh)/2k)S)^2 = gk \tanh(kh), \]

(22)

confirming the pioneer results of Thompson (1949) and Kirby and Chen (1989). The physical interpretation of this relation, however, is not straightforward, and deserve further consideration.

In the framework of water waves propagating on a vertically sheared current, many studies intended to obtain an analogy with the case of water waves propagating over a vertically uniform current \( U_{eq} \). Within this approach, the question of the definition of the equivalent uniform current arises. The problem is to define a value of this current correctly chosen to reproduce the dynamics of water waves. Thus, an equivalent depth \( d_e \) might naturally be introduced. Indeed, this depth will be defined as the depth where the sheared current equals the equivalent uniform current \( U_{eq} = d_e S = U_{eq} \). Among others, Stewart and Joy (1974) introduced a value of \( d_e \) equal to \( \lambda/4n \), \( \lambda \) referring to the local wavelength.

However, the idea of an equivalent uniform current might be questioned. Indeed, the experimental results obtained by Thomas (1990), and confirmed later by Swan et al. (2001), shed some light about the internal flow beneath surface waves propagating over a vertically sheared current of arbitrary profile. While considering two dimensional waves propagating over a flat bottom, these authors observed some local inversions of the orbital velocities. This behaviour can certainly not be described through the superposition of a constant current, whatever its value, and irrotational waves. In the present case of a constant vorticity, Wahlren (2009) and Constantin and Varvaruca (2011) demonstrated theoretically that critical layers, or stagnation points, might appear for specific values of the mean flow vorticity.

In the latter case, these questions have an echo in the dispersion relation. Indeed, while considering water waves propagating over linearly sheared currents, the exact linear dispersion relation is given by relation (22). Under the hypothesis of weak shearing, namely \( |(\tanh(kh)/k)|S/|U_0| < 1 \), the second term in the left hand side of this equation vanishes, which demonstrates the validity of the approach of Stewart and Joy (1974). Discarding this term will directly allow to identify the equivalent depth \( d_e = \tanh(kh)/2k \), and the equivalent current \( U_{eq}(z = d_e) = U_0 - d_e S \). Under this assumption, the frequency, \( \sigma^2 = gk \tanh(kh) \), corresponds to the intrinsic frequency \( \sigma_1 \) for waves transported at the velocity \( U_1 \). \( \sigma_1 = -k \cdot U_1 \). It is interesting to notice that this equivalent depth \( d_e \) admits the asymptotic value \( \lambda/4n \) when \( kh \to \infty \), confirming the results by Stewart and Joy (1974). However, while considering the shallow water limit \( kh \to 0 \), the asymptotic value of the equivalent depth becomes \( h/2 \), and \( U_1 \) is now the mean value of the current. It also has to be mentioned that this depth corresponds to the “wave depth” introduced by Teles Da Silva and Peregrine (1988).

In the general case, however, the second term in the left hand side of Eq. (22) cannot be neglected, and the above approximation does not hold anymore. This relation might however be rewritten

\[ (\omega - k \cdot (U_0 - 2d_e S))((\omega - k \cdot U_0) = gk \tanh(kh). \]

(23)

Thus, the intrinsic frequency \( \sigma^2 = gk \tanh(kh) \) cannot be understood anymore as simple translation at the velocity \( U_1 \). Indeed, within this approach, we have to introduce the velocities and the angular frequencies

\[ U_0 = U(0) \quad \text{and } \sigma_0 = (\omega - k) U_0, \]
\[ U_1 = U(-d_e) \quad \text{and } \sigma_1 = (\omega - k) U_1, \]
\[ U_2 = U(-2d_e) \quad \text{and } \sigma_2 = (\omega - k) U_2. \]

(24)

Thus, the dispersion relation reduces to \( \sigma^2 = \omega_0 \cdot \omega_2 \), and intrinsic frequency \( \omega_0 \) has to be understood as the geometric mean of the frequencies \( \omega_1 \) and \( \omega_2 \) in other terms, a single equivalent velocity \( U_{eq} \) cannot be defined, but an intrinsic equivalent frequency can be obtained by considering the Doppler shift due to the two velocities \( U_0 \) and \( U_2 \).

2.4. Velocity profile in the presence of vorticity

As discussed in Section 2.1, the present model is based on the assumption that, for waves propagating in a vertically sheared current with constant vorticity, the wave field could be approximately treated as irrotational; see, also Thomas and Klopman (1997), Section 3.1.1. Secondly, one-way coupling between the current and water waves has been assumed, and the effect of water waves on the current profile is neglected. In this section, in order to test the above assumptions, comparisons are shown between predictions by present model, experimental data and results from the model derived by Son and Lynett (2014), which takes the two-way wave current coupling into account.

The case of opposing waves on a vertically sheared current was studied experimentally by Swan (1990), where the influence of strong vorticity on the behaviour of water waves, was analyzed experimentally. Indeed, this author performed a series of measurements describing two dimensional water waves, in the vertical plane, propagating in opposing strongly sheared currents. Among other results, in the latter work, the evolution of horizontal component of the wave velocity is presented as a function of depth for various conditions. Within the present approach, if the wave induced motion is described by means of potential theory (see Eq. (21)), the horizontal velocities are easily obtained by
differentiating with respect to $x$, and it comes

$$U_{wave}(z, t) = \frac{a g k_x}{c^2} \cosh(k(z + h))/\cosh(kh),$$

(25)

where $a$ is the amplitude of the free surface elevation and $k$ is the solution of the modified dispersion relation in the presence of linearly sheared current, Eq. (23). We remark here that in constant depth and horizontally constant surface current $U_0$ and shear $S$, the above result is also an exact solution of the extended mild slope equation for surface waves interacting with vertically sheared current that will be presented and discussed in detail in the next section. A comparison between the experimental data (green circles) and the predictions obtained by means of linear potential theory is shown in Fig. 1, for various current, vorticity and wave conditions.

Another basic assumption of the present model concerning the one-way coupling between the current and water waves could also be questioned. Indeed, the influence of wave waters on the background current is not considered here. In a recent work by Son and Lynett (2014), a numerical model based on Boussinesq-type equations is derived, taking into account the full coupling of nonlinear water waves with a sheared current. Numerical results from the latter work are presented in Fig. 2 together with the experimental data by Swan (1990). For sake of comparison, results provided by the present model are also plotted in this figure, showing quite good agreement with the measured data, especially as concerns the horizontal velocities at various depths below the free surface. This agreement clearly indicates that the two-way coupling between the current and water waves could also be introduced carefully. Indeed, the conservative lagrangian in vortical waves was initially introduced by Bateman (1929), using Clebsch’s potential formulation. Luke (1967) extended this result to flows with free surface. Then, Seliger and Whitham (1968) demonstrated that the term used in Bateman (1929) and Luke (1967) did correspond to the vertical integration of the pressure term. Indeed, the quantity $\mathcal{Z}$ defined by

$$\mathcal{Z} = \int_{-h}^{0} -pdz,$$

(26)

should be conservative for flows with vorticity, as it was stated by Longuet-Higgins (1983). Given the assumptions formulated above, the lagrangian $\mathcal{Z}$ can be rewritten

$$\mathcal{Z}(\phi, \eta) = \int_{-h}^{0} \left\{ z + \varepsilon \left( \frac{\partial \phi}{\partial t} + (S_z + U_0) \cdot \nabla \phi - S \cdot \psi \right) \right\} \, dz + O(\varepsilon) \tag{27}$$

The above equation can be put in the form

$$\mathcal{Z}(\phi, \eta) = \mathcal{Z}_1 + \varepsilon^2 \left\{ \frac{\partial^2}{2} + \eta \left( \frac{\partial \phi}{\partial t} + U_0 \cdot \nabla \phi - S \cdot \psi \right) \right\} \, dz + O(\varepsilon^3), \tag{28}$$

3. Derivation of the extended mild slope equation

In this section, we use a variational formulation to derive an evolution equation for water wave propagation when slow variations of the bathymetry, surface current and vorticity are considered. The expression of the lagrangian that should be considered in the framework of flow with vorticity, however, should be introduced carefully. Indeed, the conservative lagrangian in vortical flows was initially introduced by Bateman (1929), using Clebsch’s potential formulation. Luke (1967) extended this result to flows with free surface. Then, Seliger and Whitham (1968) demonstrated that the term used in Bateman (1929) and Luke (1967) did correspond to the vertical integration of the pressure term. Indeed, the quantity $\mathcal{Z}$ defined by

$$\mathcal{Z} = \int_{-h}^{0} -pdz,$$

(26)

should be conservative for flows with vorticity, as it was stated by Longuet-Higgins (1983). Given the assumptions formulated above, the lagrangian $\mathcal{Z}$ can be rewritten

$$\mathcal{Z}(\phi, \eta) = \int_{-h}^{0} \left\{ z + \varepsilon \left( \frac{\partial \phi}{\partial t} + (S_z + U_0) \cdot \nabla \phi - S \cdot \psi \right) \right\} \, dz + O(\varepsilon) \tag{27}$$

The above equation can be put in the form

$$\mathcal{Z}(\phi, \eta) = \mathcal{Z}_1 + \varepsilon^2 \left\{ \frac{\partial^2}{2} + \eta \left( \frac{\partial \phi}{\partial t} + U_0 \cdot \nabla \phi - S \cdot \psi \right) \right\} \, dz + O(\varepsilon^3), \tag{28}$$

Fig. 1. Comparisons of experimental [Swan, 1990, —] and linear potential theory with vorticity (Eq. (25), —)) horizontal component of the velocity induced by wave motion in various current conditions: (a): $U_0 = 0.42m/s$, $S_0 = 1.70s^{-1}$, $h = 0.35m$, $T = 1.418s$ and $a = 33.5mm$. (b): $U_0 = 0.44m/s$, $S_0 = 1.19s^{-1}$, $h = 0.45m$, $T = 0.869s$ and $a = 22.5mm$. (c): $U_0 = -0.39m/s$, $S_0 = -1.00s^{-1}$, $h = 0.45m$, $T = 0.998s$ and $a = 45.5mm$. (d): $U_0 = -0.50m/s$, $S_0 = -1.67s^{-1}$, $h = 0.35m$, $T = 1.420s$ and $a = 61.3mm$. [J. Touboul et al. / Coastal Engineering 116 (2016) 77–88]
where $\mathcal{L}_1$ is given by

$$\mathcal{L}_1(\phi, \eta) = -\frac{h^2}{2} + \int_0^h \left( \frac{\partial \phi}{\partial t} + (S_z + U_0) \cdot \nabla \phi - \psi \right) dz. \tag{29}$$

Following (Kirby, 1984), we might evaluate this lagrangian, based on the hypothesis of slow variations of the wave field. Indeed, keeping the perturbative approach described by Eq. (18), the velocity potential can be seek in the form

$$\phi(x, z, t) = f(z)\varphi(x, t) = \frac{\cosh(k(z + h))}{\cosh(kh)} \varphi(x, t), \tag{30}$$

relaxing the plane wave hypothesis which was assumed in Eq. (21).

Once the vertical structure of the flow is known, we might perform the integration with respect to z, finding an expression of the lagrangian explicitly containing $\varphi$, $\eta$ and $\psi_0$, the value of $\psi(x, z = 0, t)$. Thus,

$$\mathcal{L}(\varphi, \eta) = \mathcal{L}_1 + e^2 \left\{ \frac{\eta^2}{2} + \eta \left( \frac{\partial \varphi}{\partial t} + U_0 \cdot \nabla \varphi - \psi_0 \right) + \mathcal{L}_2 \right\} + \mathcal{O}(e^3), \tag{31}$$

with

$$\mathcal{L}_2 = \frac{C_C}{2} \left( \nabla \varphi \right)^2 + \frac{\sigma^2 - k^2 C_C}{2} \varphi^2 - \frac{1}{2} \int_0^h \left( \frac{\partial f}{\partial h} \right)^2 d\zeta dh \varphi^2 + \int_0^h \left( \frac{\partial f}{\partial h} \right) d\zeta dh \left[ \psi \nabla \varphi \right]. \tag{32}$$

In this equation, $C$ and $C_C$ correspond respectively to $\sigma/k$ and $\sigma \partial \sigma / \partial k$, where $\sigma$ is defined as $\sigma^2 = k \tanh(h)$. Assuming the last two terms of higher order $\mathcal{O}(\sigma^3)$, in conjunction with the additional assumption that $\mathcal{O}(\sigma) = \mathcal{O}(\varepsilon)$, these terms will be omitted.

The variational principle associated with the stationarity of Luke's functional, which is defined by the integration of the lagrangian density given by Eq. (31), is

$$\int_{[x]} \frac{\partial \mathcal{L}}{\partial \varphi} d\zeta \varphi = 0 \quad \text{and} \quad \int_{[x]} \frac{\partial \mathcal{L}}{\partial \eta} \eta = 0. \tag{33}$$

After substituting the above expressions, calculating the variations of the various terms, using the usual assumption that $\partial \varphi$ and $\partial \eta$ vanish at infinity, and thus, the variation $\delta \mathcal{L}_1 = 0$, we obtain using integration by parts and applying Leibnitz rule the equation system (33) reduces to

$$\frac{\partial \eta}{\partial t} + \nabla \cdot \left( U_0 \eta \right) + \nabla \cdot \left( C_C \nabla \varphi \right) - \frac{1}{2} \left( \sigma^2 - k^2 C_C \right) \varphi = 0, \tag{34}$$

and

$$\eta = - \frac{\partial \varphi}{\partial t} + U_0 \cdot \nabla \varphi - \psi_0, \tag{35}$$

where $\psi_0(x, z = 0, t) = \frac{\tanh(k h)}{k} \varphi$, $\psi$ being the function defined by Eq. (7), keeping terms up to the first order.

Returning back to dimensional variables we finally obtain the following system as a first-order approximation with respect to free surface and bottom slope

$$\frac{\partial \eta}{\partial t} + \nabla \cdot \left( U_0 \eta \right) + \nabla \left( \frac{C_C}{g} \nabla \varphi \right) - \frac{1}{2} \left( \sigma^2 - k^2 C_C \right) \varphi = 0, \tag{37}$$

and

$$\eta = - \frac{1}{g} \left( \frac{\partial \varphi}{\partial t} + U_0 \cdot \nabla \varphi - \psi_0 \right), \tag{38}$$

where $C = \sigma/k$, $C_g = \partial \sigma / \partial k$ and $\sigma^2 = g k \tanh(kh)$. 

![Fig. 2. Comparisons of the surface elevation (a) and horizontal component of the velocity induced by wave motion at various depth (b): Z = −0.1m, (c); Z = −0.2m and (d); Z = −0.3m obtained by linear potential theory with vorticity (—), numerically (Son and Lynett, 2014, ___) and experimentally (Swan, 1990, -) with current conditions: U_0 = −0.50m.s⁻¹, S_C = −1.67s⁻¹, h = 0.35m, T = 1.420s and a = 61.5mm.](image_url)
Keeping in mind the discussion provided in Section 2.2, we introduce two material derivatives \( \partial / \partial t + \mathbf{U}_0 \cdot \nabla \) and \( \partial / \partial t + \mathbf{U}_2 \cdot \nabla \), taking into account the two velocities of transport. Then, substituting (35) and (36) into Eq. (34) leads to

\[
\frac{D}{Dt} \left( \frac{D\phi}{Dt} \right) + (\mathbf{V} \cdot \mathbf{U}_0) \frac{D\phi}{Dt} - \nabla (C_C \nabla \phi) + \left( \alpha^2 - k^2 C_C \right) \phi = 0. \tag{39}
\]

This equation provides an extension of the mild-slope equation, as derived by Kirby (1984), for depth varying currents. Indeed, when the current magnitude is small compared to the phase speed of the waves, it is clear that Eq. (39) reduces to the linear dispersion relation (23).

Furthermore, by assuming no horizontal variations of \( h, \mathbf{U}_0 \) nor \( S \), it is clear that Eq. (39) reduces to the linear dispersion relation (23).

4. Influence of the vorticity on the wave dynamics

The purpose of this section is to emphasize the influence, potentially strong, of the vorticity field and its horizontal variations on the propagation of water waves. This illustration is based on the numerical solution of some selected cases. In a first part, the numerical procedure for solving Eq. (39) is described. Then, results describing particular configurations of wave propagation in one and two dimensional directions are presented and commented.

4.1. Numerical solution of the extended mild slope equation

As it is classically done, Eq. (39) can be solved in the frequency domain, assuming the velocity potential to write \( \phi = \psi \exp(-i\omega t) \). Thus, the elliptic version of the present vertical mild shear model becomes

\[
\alpha^2 \nabla^2 \psi - \nabla \cdot (\mathbf{U}_0 (\nabla \psi)) + b \nabla \psi + c \psi = 0, \tag{41}
\]

which is a second order elliptic partial derivative equation with respect to the complex wave potential \( \psi \), and where the horizontally varying coefficients are defined as follows

\[
a = C_C \rho, \tag{42}
\]

\[
b = \mathbf{V} \cdot \mathbf{U}_0 + \omega U_0 \] and
\[
c = \omega^2 - \alpha^2 + k^2 C_C \rho + i \omega (\mathbf{V} \cdot \mathbf{U}_0). \tag{43}
\]

The term \( C_C \rho \) is given by the relation

\[
C_C \rho = \frac{g \tanh(kh)}{2k} \left( 1 + \frac{2kh}{\sinh(2kh)} \right) \tag{45}
\]

An important point in the case of a spatially varying environment and inhomogeneous vertical sheared current is how to define the local wavenumber appearing in the above expression. Following Belibassakis et al. [2011], in the present work this parameter is defined through the gradient of the phase

\[
k = \mathbf{V} \phi, \quad \theta = -i \ln(\phi / |\phi|) \tag{46}
\]

of the complex wave potential. This choice introduces implicit nonlinearity to the problem and the above parameter is estimated by iterations starting from the solution corresponding to propagating waves over the environment without current. The above approach converges when the current magnitude is small compared to the phase speed of the waves. In the examples presented in this work, 6–7 iterations are found to be sufficient to provide convergence with a relative error lower than \( 10^{-5} \).

For the numerical solution of the problem, this equation is discretized by using a second-order, central finite difference scheme.

Two kinds of boundary conditions are considered in one dimensional propagation problems, while three kinds are considered in the two dimensional cases. In both cases, one should consider an input boundary condition located at \( x = -L/2 \), and an output condition located at \( x = L/2 \), \( L \) being the length of the numerical domain.

The input condition is obtained by imposing an incident wave potential \( \psi_{in} \), a priori known, but allowing consideration of reflected waves \( \psi_r \), as it was suggested by Panchang et al. (1991). Thus, the boundary condition at the input boundary condition reads

\[
\frac{\partial \phi}{\partial x} = ik(\psi_{in} - \psi_r) \quad \text{on} \quad x = -\frac{L}{2}, \tag{47}
\]

In the meantime, the output boundary condition is designed to correspond to a radiation condition, allowing waves with a wave vector \( k \) presenting an arbitrary, reasonably small, angle with the x axis. We implemented the boundary condition corresponding to the lower parabolic approximation (Radder, 1979; Kirby, 1989), which reads

\[
\frac{\partial \phi}{\partial x} = ik \left( \varphi + \frac{1}{2k^2} \frac{\partial^2 \varphi}{\partial y^2} \right) \quad \text{on} \quad x = \frac{L}{2}. \tag{48}
\]

Furthermore in applications to wave propagation problems in two horizontal dimensions additional conditions are used in order to model the reflection of waves from the side (lateral) boundaries (\( \partial \phi / \partial y = 0 \)).

4.2. One dimensional propagation

4.2.1. Wave amplification due to horizontal variations of vorticity

The first case considered here is designed to emphasize the evolution of water waves in the presence of a slowly varying vorticity field, in the absence of bathymetric variations. Thus, the numerical domain considered is one dimensional, and presents a length \( L \). In this case, water waves of angular frequency \( \omega \) are propagating in water of constant depth \( h \), in the presence of varying current distributions \( U(x,z) = U_0(x) + S(x,z) \).

The spatial distributions of the fields \( S \) and \( U_0 \) are given by the relations

\[
S(x) = S_0 \exp \left( -10 \frac{(x-L/2)^2}{(L/2)^2} \right), \tag{49}
\]

and

\[
U_0(x) = U + \frac{h}{2} S(x), \tag{50}
\]

so that the flow rate is kept constant at every location \( x \).

Results of this simulations, for \( L = 20m \) and depth \( h = 1m \), for wave frequency \( \omega = 2\pi \) are presented in Fig. 3.

The subplot (a) compares the numerical results obtained by considering two distinct set of parameters. The blue and yellow lines correspond to water waves propagating in the presence of the current field obtained with the parameters \( U = -0.2m \cdot s^{-1} \) and \( S_0 = 0s^{-1} \). Given the definitions of the current (49) and (50), this current is constant, so that \( U(x,z) = U \). The blue line is the corresponding elevation, while the yellow one corresponds to the related envelope. As expected, the envelope remains constant along all the numerical tank.
In the meantime, the green and magenta lines correspond to water waves propagating in the presence of the current field obtained with the parameters \( U = -0.2\, \text{m/s} \) and \( S_0 = -0.2\, \text{s}^{-1} \). This new parameters provide a spatial distribution of \( U_0(x) \) and \( S(x) \) of Gaussian shape. Here again, the green line corresponds to elevation, while the magenta line corresponds to the related envelope.

It is interesting to notice how the interaction due to the vorticity is important. Indeed, in the case considered here, the maximum reached by the envelope is increased by 50% when vorticity is present. At the end of the numerical tank, the vorticity vanishes, accordingly to the Gaussian distribution considered in Eq. (49). The amplitude of water waves decreases, and becomes very similar to its value before encountering the modified area. Simultaneously, an important phase modification is observed. The phase shift between water waves propagating in the absence of vorticity, and water waves which encountered variations of the vorticity is close to \( 3\pi/4 \).

The subplot (b) in Fig. 3 illustrates the influence of vorticity on the envelope maximum. Indeed, these curves represent the maximum value of the envelope along the wave tank, \( E_{\text{max}} \), plotted as a function of the value of vorticity parameter \( S_0 \) considered. The four curves correspond to four values of the parameter \( U \) considered. Thus, this curve can be interpreted as the normalized amplification of water waves due to the presence of vorticity. From this figure, it appears that vorticity can have significant influence, since the water waves amplification can reach, in some specifice cases, a factor three. Furthermore, it appears that negative vorticities have a stronger influence on the envelope dynamics than positive ones.

### 4.2.2. Wave scattering by sinusoidal bathymetry in the presence of current

The second case considered here is designed to emphasize the evolution of water waves in the presence of a slowly varying vorticity field, when bathymetry variations are considered. A classical two dimensional case corresponds to the Bragg reflection. Furthermore, in this subsection, we take advantage of existing experimental results.

![Fig. 3](image)
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Indepedently, a case of wave scattering over a sinusoidal bottom in the presence of following current was investigated by Magne et al. (2005). Waves were generated in a flume with and without current and propagated over a patch of four sinusoidal bars before dissipating on a beach. The mean depth over the sinusoidal patch is \( h = 1.5\, \text{m} \) and the base depth \( 1.9\, \text{m} \). The amplitude of the bars is \( 0.4\, \text{m} \) with a horizontal bottom wavelength of \( \lambda_0 = 2.5\, \text{m} \). The sinusoidal patch is \( 10\, \text{m} \) long including four bottom periodic cells, and is extended by \( 3\, \text{m} \) long adapter ramps at the beginning and at the end, to allow for a smooth transition. The above bottom profile is illustrated in Fig. 4, along with the calculated free-surface elevation corresponding to a harmonic incident waves of period \( T = 2.5\, \text{s} \), as calculated by the present model. In particular three cases have been examined: (a) waves without current, (b) waves with a homogeneous following current \( U_0 = 0.4\, \text{m/s} \), and (c) same as before but with a vertically sheared current, where the shear is also horizontally constant \( S = 0.2\, \text{s}^{-1} \).

A comparison of the present method results vs. experimental measurements for the reflection coefficient (from Magne et al., 2005) is presented in Fig. 5, for waves without current (shown by the blue line) and with a horizontal current flowing in the positive x-direction with velocity \( U_0 = 0.4\, \text{m/s} \) (shown by the green line) and the shear current...
the current on Bragg reflection coefficient. It is interesting to notice that the maximum value of this coefficient varies from $R = 0.3$ to $R = 0.45$ when strong current is present. This result, however, was already known. The novelty here comes when considering the vorticity. The reflection coefficient, in the latter case, may vary between values ranging from $R = 0.35$ to $R = 0.5$. The maximum location is also found to be slightly affected.

Considering the comparison of the present results against the experimental data, it is observed that the inclusion of current provides better agreement of model predictions with measured values of the reflection coefficient. Moreover, the inclusion of shear in the current has an effect to further increase the peak value of the reflection coefficient. Future research will focus on the investigation of this finding by experiments in wave flume with controllable sheared current.

4.3. Two dimensional propagation

The simulations presented here are designed to emphasize the importance of vorticity on wave wave’s propagation when two dimensional effects are considered. To do so, we consider the case of waves scattering over a linear bottom profile, taking into account the effects of an opposing jet-like flow modelling a rip current. Wave-induced rip currents are due to the three dimensional circulation induced by wave forcing. Indeed, the longshore flow fields converge into periodic rips and form independent circulation cells in the inshore region, which plays an important role in coastal morphodynamics. These currents, in conjunction with local amplification of wave energy, are responsible for many accidents near beaches.

In several works concerning the structure of rip currents, based both on experimental studies, as e.g., Haller et al. (1997); Haas and Svendsen (2002), and observations MacMahan et al. (2005), it is reported that most of the shear in rip current flows is contained in the crest-trough region indicating a mostly constant vertical velocity profile, from the bottom up to the wave trough. The treatment of wave scattering by current profiles characterized by different vertical slopes in various parts necessitates significant modification, and such an extension is left to be examined in future work. On the other hand, in the detailed laboratory study of rip channel flow by Haas and Svendsen (2002) it is clearly shown that, although there is little variation of the vertical profile inside the channel, still linear variation is quite evident, especially moving in the offshore direction, where the current velocity diminishes at the bottom or even becomes shoreward at some offshore locations; see, e.g., Fig. 12 in Haas and Svendsen (2002). In conclusion, with the exception of the crest-trough region, rip currents could present a strong depth variation outside the breakers and little depth variation inside the channel or the convergence zone, that can be modelled by considering the present single linear model, Eq. (1).

In order to illustrate the combined effects of shear in rip flow and bathymetry into the wave pattern, in this section we examine a beach of uniform slope 1:50 similar to the one considered by Liu (1983). This example has been further studied by many authors (see e.g. Chen et al., 2005; Liu et al., 2011; Belibassakis et al., 2014). Chen et al. (2005) describe the structure of the rip current $U_r = (U_0, V_0)$ considered in this example by means of the relations

\[
U_0 = -0.1442sF\left(\frac{s}{76.2}\right)\frac{y}{7.62}, \quad V_0 = -0.5192\left(2 - \left(\frac{s}{76.2}\right)^2\right)F\left(\frac{s}{76.2}\right)\int_0 y/7.62 F(\tau) d\tau,
\]

where lengths are in m and velocities in m/s, and where $s = x - 300$ m is the distance from the shore. Furthermore, $F$ refers to the function defined as

\[
F(\tau) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\tau^2}{2}\right).
\]

In this work, we consider two distinct cases. First, the case studied by these authors is reproduced for sake of validation of the numerical scheme. The current described by Eq. (51) is considered to be uniform with depth, and to vary slowly within the numerical domain, as presented in Fig. 6, and its maximum value is 1.06 m/s. Then, a second case is considered, involving vorticity. Here, the current described by Eq. (51) is not considered to be uniform anymore, but to vary with depth. Based on the above remarks, we select as an indicative value of the shearing coefficient

\[
S(x, y) = \frac{U(x, y)}{h(x, y)}, \quad \text{for } x < 300 \text{m},
\]

i.e. outside and offshore the convergence zone, so that the current velocity field becomes zero at the bottom in this subregion.

![Fig. 5](image-url) Reflection coefficient vs. normalized resonant wave number in the case of sinusoidal bottom profile. Present method results are shown by using thick solid lines $(\ldots)$ $U_0 = 0m.s^{-1}$ and $S = 0s^{-1}$, $(\ldots)$ $U_0 = 0.4m.s^{-1}$ and $S = -0.2s^{-1}$, and $(\ldots)$ $U_0 = 0.4m.s^{-1}$ and $S = 0s^{-1}$. Experimental data from MacMahan et al. (2005) are shown using squares $(\bullet, U_0 = 0m.s^{-1})$ and bullets $(\bigcirc, U_0 = 0.4s^{-1})$, respectively.

![Fig. 6](image-url) Distribution of the surface current within the numerical domain.
Furthermore, we select the shear to vanish
\[ S(x, y) = 0 \quad \text{for } x > 300m, \]  
(54)
in the convergence zone and moving to the onshore subregion.

In both cases, we consider unit-amplitude harmonic waves of period \( T = 8s \) propagating along the \( x \)-axis, normally to the bottom contours. A subdomain of constant depth \( h = 4m \) has been assumed in subregion \( x \leq 100m \) in order to specify the incident wave conditions. Furthermore, a cut-off value of depth equal to \( h = 0.04m \) has been used in order to numerically treat the zero-depth singularity at the shore-line \( x = 300m \), and further \( x > 300m \). Thus, the numerical domain considered was 350 m by 350 m, discretised by means of 501 equidistant points along each horizontal direction, which are enough for numerical convergence. Boundary conditions used here are those described in Section 4.1.

Results of these simulations are displayed in Figs. 7 and 8. In Fig. 7, normalized wave amplitude (a) and phase (b) are presented when no vorticity is involved within the numerical simulation. In the lower part of this figure, normalized amplitude (c) and phase (d) are also displayed, but when the vorticity field is considered. Qualitative behaviour observed in Belibassakis et al. (2014) is very well reproduced, including the wave focusing over the rip current, and the phase shift induced when approaching the coast line. When vorticity is considered, the behaviour observed is different. Although the distribution of wave amplitudes remains similar, the difference concerning the wave phase is much more striking. Indeed, the phase shift observed around \((x, y) = (250, 0)\) is not present in the latter case.

Focusing on wave amplitude, comparisons are presented in Fig. 8. More specifically, Fig. 8(a) displays the evolution of the normalized wave amplitude along the centreline of the numerical domain \((y = 0)\), and presents the results obtained by several authors in the absence of vorticity. Results given by Liu (1983) are shown by using magenta diamonds, results obtained by Chen et al. (2005) are indicated by yellow squares, results given by Liau et al. (2011) are displayed by cyan circles, while results obtained by Belibassakis et al. (2014) correspond to the green solid line. For sake of comparison, the present results, when no vorticity is considered, are given by the solid blue line, and present a very good agreement with former works. In the meantime, the solid red line corresponds to the results obtained with this method, when the shear is taken into account. From this figure, a confirmation of the qualitative behaviour observed in Fig. 7 is found. The wave normalized amplitude, along the centreline of the numerical domain, is not significantly affected by the presence of vorticity. This is probably explained by the symmetry of the problem at hand.

On the other hand, the phase difference due to the presence of vorticity observed in Fig. 7 must have a significant impact on local properties of wave amplitudes. These differences can be seen in Fig. 8(b). Indeed, the normalized wave amplitudes along the shore \((x = 250m)\) are plotted for both cases. The solid blue line corresponds to the solution obtained in the absence of vorticity, while the solid red line is the solution when vorticity is present. From this figure, it appears that if the maximum of the normalized amplitude on the axis are not significantly changed, they present important differences on both parts of the rip current. Indeed, calm zones are observed on both sides of the rip current in the absence of vorticity. These zones are not reproduced when vorticity is considered. This observation emphasizes the effect of vorticity difference on the local wave properties. Indeed, if the global energy focused on the axis of symmetry remains similar in both cases, its origin is rather different from one case to another. This observation emphasizes the strong role played by vorticity on the local properties of the wave field in two dimensional cases of propagation.

![Fig. 7](image-url) (a): Normalized wave amplitude within the numerical domain in the absence of vorticity. (b): Normalized wave phase within the numerical domain in the absence of vorticity. (c): Normalized wave amplitude within the numerical domain in the presence of vorticity. (d): Normalized wave phase within the numerical domain in the presence of vorticity.
5. Concluding remarks

A new formulation of the mild-slope equation is derived and studied to describe wave scattering by horizontally slowly varying sheared currents and bathymetry. In its present form, this equation provides the dynamics of linear water waves propagating in the presence of inhomogeneous currents characterized by linear vertical profile. The vorticity is assumed to be locally constant, possibly strong. On the other hand, the horizontal variations of the bathymetry, and of the current properties are assumed to be slow with respect to the wavelength. When no horizontal variations are considered, this equation reduces to the classically known free surface equation and dispersion relation. Furthermore, when no vorticity is considered, this equation reduces to classically known mild-slope equation. With the aid of selected examples the effect of shear on the wave pattern and dynamics is illustrated, which could become quite important in specific cases.

The present equation could be extended to more general cases, including higher order terms with respect to the bottom slope (Toledo et al., 2012), or multimodal expansions for the potential (Belibassakis et al., 2011). Future work will also focus on the investigation of the evolution of wave action and wave energy as predicted by the present phase-resolving model, in applications to nearshore and coastal regions. In particular, wave action plays a central role in the development and validation of phase-averaged wave models, and its conservation in the presence of vertical currents is subject to controversy (see e.g. Bretherton and Garrett, 1969; Voronovich, 1976).
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